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UNIT  TrRansPORTATION
PROBLEM AND ‘
SEQUENCING . SIA GROUP

PART-A

SHORT QUESTIONS WITH SOLUTIONS
Q1. Discuss transportation problem with an example.
Ans:

Transportation Problem: Iransportation problem is a special type of linear programming problem in which goods or products
are transferred from sources to destination for minimizing the total cost of lrnn.s"ponutind The main aim of the transportation
problem 1s to reduce the transportation cost and fulfill the needs of the individuals located at the destinations. Transportation model
includes many activitics such as transporting the product from plants to warchouses, warchouses to wholesalers, wholesalers to
retailers and retailers to customers. The transportation model is etfectively used in scheduling. production, imvestments, plant
location. inventory control. employment scheduling. personnel assignment, product mix problems and so on.

Example: A sparc part manufacturing firm has m factories situated in m different cities. The total supply potential of the finished
productis utilized by ‘7 “retailer in different places of the country, then the problem of transportation is to find the transportation
pattern that reduces the total cost of transporting the spare parts from various factory locations to various retail dealers.

Q2. Write briefly about degeneracy in transportation problem.

Ans: A solution to transportation problem is said 1o be a degencrate one when the number of occupied cells ie., positive
allocations. 1s less than (m + 1 1) where m is the number of rows and n is the number of columns. In such cases, the current
solution cannot be improved because it is not possible to draw a closed path for every occupied cell and when using MODI

method for finding the optimal solution, , v values cannot be computed.

T'hus. degeneracy has to be removed to improve the current solution. The degeneracy in the transportation problems may
occur at two stages:

(a) Degeneracy at the initial solution stage.

(b)  Degeneracy dunng testing of the optimal solution.
Q3. What do you understand by assignment problem?

Ans: The assignment problem is a particular case of the transportation problem in which the objective is to assign a number
of tasks (jobs. origins or sources) 10 an 'cquul numbcr.ot tacxlm?s (,maCh'.ncs' persons or destinations) at a minimum cost (or
maximum profit). Suppose, we have 7 jobs to be performed on “m” machines (one job to one machine) and our objective is to
assign the jobs to the machines at the minimum cost (or maximum profit) under the assumption that each machine can perform
one job but with varying degree of efficiencies.

The assignment problem can be i".lh" form of m * n matrix (C) t:‘allcd a cost matrix or effectiveness matrix where C, is
the cost of assigning /* machine 10 the /* job.

Q4. Distinguish between assignment and transportation problem. ' Model Paper-iil, Q1(ii)

Ans: Assignment problem may be regarded as a special case of transportation mode! in which the facilities represent the sources
and the jobs represent the destinations. The supply amount at f:ach source and the-demand amount at each destination exactly
equals 1. The cost of transporting (assigning) facility i to jobj is ¢,. The resulting transportation model is represented below.

Differences Between AP and TP :
L The cost - has to be a square matrix in AP whereas, it can be square or non-square matrix in TP. :

2. AP is always having a degenerate solution whereas, TP may or may not have degencrate solution.
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3. The supply and demand of each resource and destination respectively are taken to be one for AP whereas, iy,
take any value. : B

-4, The optimal solution for AP would always be such that there will be only one assignment in a givén row or ¢,
matrix whereas in TP, there can be more than one assignment in a given row. or column.

Q5. What is un-balanced AP? ' : ' ~ . Model pypyy
Ans: An assignment probiem is said to be unbalanced when the number of facilities is not exactly equal to the Numbe o fmu

i.e., when the assignment matrix is not a square one. The Hungarian method is used for (_)blaining optimal solution 1o Ap
; If not, the AP is an unbalanced and has to be ¢

|Umn0f‘

3

T®QUirgy -

the matrix to be a square one i.e., number of rows = number of columns. o S8
to a balanced one as given below. o Crieg 4
& If the number of rows < number of columns, add dummy row(s) with zero cost element in that row(s), i ‘

; &  If the number of rows > number of columns, add dummy column(s) with zero cost element in that column(s),

The cost xrizi_trix thus obtained with dummy row(s) or column(s) can be now solved by the Hungarian method in. ugpy

manner. ] . _ i
Q6. Distinguish between a travelling salesman problem and a assignment problem. \

MOdel Papa”' Q1n-

Ans:
Travelling Salesman Problem Assignment Problem
1. | Objective of travelling salesman problem is to 1. | Objective of an assignment problem is to maximize |
minimize the transportation cost in transporting overall profit or minimize overall cost while assigning §-
various quantities of single homogeneously number of operations and equal number of operators. | -
commodity. : ol
2. | The travelling salesman problem may be 2. | The assignment problem is asymmetrical form.
symmetrical and asymmetrical form. ' '
3. | It needs to formulate into sequencing form." BENR need not to formulate into sequencing form.
There are n cities, then (1 — 1)! routes can be ' 4. | There are n persons » jobs then allocation n!.
generated. ’ ‘

. Q7. What are the various assumptions of secjuencing.?

Ans:.

Q8. Briefly explain:
~ (a) Total elapsed time
(b) Idle time. . | | . 3
-Ans: , ) A : ,ModciP‘P"N'm&;

~ Assumptions ,

1. The processing time of each job on each machine duration needs to be predetermined and constant.

2 Any job started for processing must be completed at any cost.

3 A job mﬁst be opefated only on the basis of predetermined processing order.

4, On one machine only one job has to be processed. : _ '

5 It takes very less time for the jobs to get transferred from one machine to another and hence the vaiue can be taken asi‘.'a;
‘equal to zero or negligible. A

6. An operations must be completed, before its succeeding operation starts.

7.4 The sequence of processing the machines once prescribed should not be changed i.c.. needs to follow no passing rule.

8. Only one machine of each type is available, : ’

‘ —

(a) - Total E!aps-ed Time: Time required between starting the first job in the optimum sequence pn machine X and comPlenufri
the last job in the optimum sequence on machine Y. ‘ P

- (b) Idle Time on N X Th ' - . ' ot
nring n Ifdaghine X: It is defined a; the time when the last job.on the optimum sequénce is cm_npl‘“ed"_-»v

(or)
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e Time when the last | e X
4 ast job on the optimum sequence is completed on machine
To find idle time on machine-| for N-jobs. |

Idle time on machine-1 is given by,

.
| Total elpased time
L

sequence fmishes on

] Time when the last job in a
machine M,

To determine idle time on machine-2 for N-jobs.

Idle time on machine-2 is given by ' .
Time when the (k= D™
job in a sequence finishes

_ Time at which the first $ | Time when the k* job _
on machine M,

b n a sequence starts on| in a sequence
. k=2 .
machine M, starts on machine M,

Total clapsed time = Time when the »* job in a sequence finishes on machine M,

SO ES WA
Where, - !
M,, = Time consumed to process k* job on machine M,.

_— . . . 3 : _1yh g
/., = Time in which machine M, remains idle before starting work in A" job and after processing (k- D" job.

Q9. What are the various steps involved in the processing of ‘n’ jobs through ‘m’ Machines?

Ans:
Processing of ‘n’ Jobs through *M® Machines: ¥or processing *N” jobs through *M machines, the first step is to change the
‘M machine problem into 2 machine problem and then scheduling has to to be done by using Johnson and Bellman methods.

Step 1: Assume machine X to be the first machine and machine M as the last machine.

Step 2: The machines which are in between X and M constitute machine ¥ (second machine). The minimum of X or the minimum
of ‘M or both should be more than the maximum of ¥ which 1s the maximum clement given under all the middle machines.

Step 3: In this step. the values of hypothetical machines G and /f are computed as follows,
G = X + Sum of all elements of middle machine except the last machine
H = Sum of all elements of middle machines + Element of last machine
These ‘G’ and, *# are referred to as “fictitious machines™. '
Step 4: In this step, the optimal sequence is determined by considering the values of machine G and H. The total elapsed time

is computed by considering all the machines in the given order.
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—

7: Proceed to cell [4, 4 — '
is given by, (4. 4] _the magmtuc?e of the allocation
X = Mil_](av b4 —x“
=Min(30, 10 - 5)
=Min[30, 5] =5,
P P -
: @ ZLS_ P, P, | P, | Availability
“f: 10 _T 2 3 15 9 .
- s ‘
W, 5 110‘:_,‘15 12 2
W |15 5 114 2 7L5~ 15
w, | 20 | 15 | B3 &
& »

. The proposed solution is feas; \
sible, as all the availabili
and demand constraints are fully satisfied. e

Transportation cost =10x20+2x5+10x 15
i + 15 XI5+ 14 %154 7x5+0x5+8x25=%1030.
(B) Least Cost Method (LCM)

Q16. Explain least cost method for obtaining an

initial basic feasible solution of a transportation
problem. -

Ans:

Lowest Cost Entry Method (Matrix Minima Method): The
main aim of the transportation problems is to minimize the total
transportation cost so we should always try to transport from
only those cells or routes where the total cost of transportation
is lowest. The least cost method of transportation problem for
obtaining the initial basic feasible solution gives importance to

" the minimum unit cost transportation. The least cost method is
explained in detail with the help of following example.

Example _
Available
7
9
18
Requirements
We should begin from lowest cost entry (8) which is in

much possible e, x,= 8.

llocate as : BT
the cell (3, 2) and now allo t cost i.e., (10) which lies

Similarly, move on to the next lowes
in cell (1, 4) then, allocate X, =7
' No allocation can be made
lies in cell (1, 1) and amount from : i

the cell (1',(4). %’hen next least cost i (20) in the f:el: 0(1311,1;111)1,4{[
is pOSSiBle to allocate x;, = 7 to comp .lete 7 u.mts ﬁls 2,2) én(i
which are required. Next Jowest cost 1S (30) n c€ xhzu;ste ino
(1,2). Since, requirement of column 21 aln?adyjired feasiblé
allocation is possible. Hences in this way the TedEs

to next lqwést cost (19) as.it
factory F is already used in

" This feasible solution gives lower ugnsponaﬁon cost, i€, .

= 2(70) + 3(40) +8(8) +7(40) +1( 10) + 7(20)
64 +280 + 70 + 140 =814

)

=140+ 120+

(C)' VAM Method |
Briefly explain the Voge

I’'s approximation

Q17. b |
'~ “method. |
" ' " Model Paper-il, Q2(a) | May-13, Set-2, 02(a)
| o . ’ hod f
i s approximation method for
o coue Voge el ba ible solution of a

initial basic feasi _
biem with example.
Ans: VAM or Vogel’s Apbroximatifm'Method i§ a.lso kx:gw;\
as penaity or regret method. It is baswall)(,a heuristiC nlie (;1 t
Allocation is done on the basis of opportunity. cost (.pena‘t)./) tha
would have incurred if allocation in certain cells with minimum.
costs were missed. )

The procedure of VAM is as follows, 5
Step 1: Compute the penalties for each row and column by
taking the difference between the smallest and ’next smallest
unit transportation cost in that particular row 0T column can
be determined. . s
Steép 2: Choose the row or column with the largest penalty and
allocate as much as possible in the cell having the least cost in
the selected row or column. ' o :

If a tie occurs in the penalties, select the one which has’

" the minimum cost.

obtaining an
transportation pro

Ifthere is a tie in the minimum cost also, select that row/
column which will have maximum possible allocation.

Step 3: Adjust the supply and demand for the allocation made
and eliminate (strike out) the row or column in which either
supply or demand is exhausted. If both are exhausted, eliminate °
both the rows and columns. e

Step 4: Recompute the penalties for the remaining rows and

columns (uncrossed rows and columns). '

Step 5: Repeat the procedure until the entire available supply
at various sources and entire demand at various destinations
are satisfied. *

Example
Solve the following transportation problem.
To Supply '
4 | s 7 |25
From| 7 7 3 |20
7 1.3 | s |40
Demand 20 |25 | 20
Solution: h
J . D, D, D, Supply -
ol 45|71 25
ol 717113 2
O 7|3|5] 4
Demand 36" 35~ 20 [\.85
6

solution is obtained.

— ez CTIIDENTS

SIA Gn'dl o
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" As the démand;tshpply, tll:c éiven trahsp(gtation ’ Sofufion: May43, geps
: . ve to create a dummy -
problem is unbalanced. Hence We 12 : Depots Customer Supply |
destination D, with a demand of 20 un.1t 8o as to make demand | . > T3
= supply. - : o - —
: o 1 18] 16| 8 |11 | 100
D, D D; D, Supply Pemalty ‘ .'
o457 0Hes 4 - 3 19| 15|16 | 15 70
o|7]7]3]0 |2 37 4 g8 | 12|19 |11 80 ;
Demand 20 25 20 20 NG Demand | 55130 [ 95 | 95| 375
Pemly 3 2°2 0 ° _ , 1
» : tal supply = 100 + 125 + 70 +80 = 375
D, D, Dy Supply Penaly . Tota PPYY
O |4]5]7 |5 ! Total demand = 55 + 130 + 95 + 95 = 375
01 717 = 20 4 - b i J
O, |7]3]5] 4 2 , - . Total supply is equal to total demand. 4
" Demand 20 25 20| N0 - " , ) ) L < i
Peraty 3 72 65 | Hence, the given transportation is balanced model; i
‘ - ‘Obtaining IBFS by VAM method,
/ - D D, Supply Pemalty :
041‘ 4 525 S 15 1 ‘ Dcpols‘ Customer Supply RP, j
0,7]34 @ 4 <— : ! 2 3 4 Z
Demand 20 25 NS : . I 18 16 8 1| 100 |3
Pemlty 3 2° - 2 | 14 8 10 125 |2
: ' ' 3 o 5 16 s 70 |o
D, s : 55
. :liuijply 4 #RL 12 19 | e |3
O 4 Demand | 55 | 130 | 95 95 375
o, 7 Bjis .cp, ot 2 0 I
20
D' DZ D] D4 . De pO_tS 2 3 4 Su ppl y R Pz
o0, |45 [7 |0l 25 1 16 8[211 5 3 -
0,7 17 [320 |2 T gl
> . 2 14 8 10 125 2
0] 7 15 3125 5 0 40 3 ”
20 25 20 20 {6 15170 0
: 4 2° 119 |1 |2 !
Transportation cost by VAM i:vs, - Demand | 130 | 95 9% {375
=4x5%0x20+3x20+7x15+3 x25. c, 2 o
=260
- PROBLE Depot
-EMS ‘ o 12 4 | Supply | RP,
- Q18 Obtaip*the VAM starting solution for the ' . u 5
following transportation problem. And solve it, ' ! t6—-- 166 .
Depots Customer . |Supply 2 14
123 a] - 0 _j12s |4
1 118 16| 8 |11 | 100 3
. ; 15
2 |14 14| 8 [10] 125 1 4 0
3 |19 15186 |15| 70 4 2| 25
4 |'g | ' ————— 1l 30, 1
Sl 80 Demand | 13 920
Demand| - 55139 | 95 95 | a7 0 9% 375
; - Cp, 2 )




Demand

[ —
Depots 2 Supply
I E
-1 14 125
3 15 70
s 70
Depots 2 Supply |
70
3 15 70
T3 7Y
Demand | 130 | 375
Depots ) ) 3 g | Sueply
1 1% 16 8 & “[i' 100
) ‘e 14 DzJ " |0L92' 125
3 19 15 m 16 s o
4 8 55 12 e 19 i »
—
&“ 55 130 95 95 35

Tramspormnce oot 7y VAM =

=(8 * ¥ =11~ Sya 14 x 3510~ WFY -

(1§ = TOY + (8 = S =12 = 1IN

cost (in hundred of rupees).
and 3 \and are given in the table below:.
Fact H'McioiE Suppdy
“ B 4
f X
A 3 7‘9§
Demand 10 273

WBNWMW“M
company from the trans-shipment of the

products?
Solution:
- T
-
ERR -
Maximization Case: Smoe e grven motry = 2 orofs maen the

- v > ~— e S
OBCCUVE 1S 10 MAXIMIZE profe

To solve the probiem comvert the

| ETVON Maina 10 2 mamuzaton case. Thes 5 dome Iy suberactms

2il the cell entnes from the larpest profs clement (120 9.
Example: For celk1.1)=9 - 3=4¢

THise she - 3
P, Oy necw magny of IEETraon NVIe B

SeoTn
A I3 - .
- ¢ By
B < -
De=and ¢ >3 2 .
. 3 “a

To Find Initial Basic Feasible Solation by VaMm

— Supphy

‘ s | 2 0 30
L3{31}] 7 |w
Demand S
10 2 3 \;.)
40
; , T SEPh  Pemiy
Lo 12 [P ® 2
s I I 10 -
Demand 19 7 3

— SlA 6RoUP 1
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Supply  Pemalty
5 3 10 2
Demand 10 27
Pemalty 1| I
Supply

q 10

Demand 10 -

5.0,
6 2 0 30
10 T
5 3 7 10
10 27 3 40
40
2. The total profit is = 2 Pi%i
Where,
p, = Profit (refer original matrix)
=(27 % 7Y+ (3 % 9)+ (10 ~ 4)
=189 + 27 + 40 '
- Rs.250

2.3 OPTIMAL SOLUTION - MODI METHOD
C AND STEPPING STONE METHOD
Q20. Explain MODI method for obtaining optimal
solution. -
- Ans:
MODI Method (u-v Method) Algorithm: MODI method or
u-v method is an optimal solution technique for Transportation
Problem (TP). Thé algorithm of MODI method is as follows,
(a) Determine an Initial Basic Feasible Solution

(IBFS) using any one of three methods viz.,
NWCM, LCM, VAM.

(b) Ensure that the number of occupied cells is exactly

equal to (m + n — 1) where m is number of rows.

and » is number of columns.

(If number of occupied cells < (m +n—1) it is
called degeneracy and separate procedure has to
be adopted to solve).

(¢) Determine a set of numbers for each row and
each column. To compute «, and v, form from the
equations C, = u, + v, for each of the occupied
cell. Assign zero 10 one of the variables (1, or v)
and solve the equations to get the set of numbers.

- () Compute the opportunity cost (improvement

-+ index) using A, = C, - (u, + v) for each of the
unoccupied cell. - . )

(¢) - Check the sign of each opportunity cost ]
opportunity costs of all unoccupied cells iy
and negative and then the curreng SOlut?
the optimal solution. If not, then it implieson g
the current solution can be improveq ie thyy
transportation cost can be reduced ang 20 t:)t::

I

(f)  Select the unoccupied cell with the largest Negap,
e

opportunity cost.
(g) Trace a closed path (loop) for the ch

. 0g
unoccupied cell. X “a

(h) Start with a plus (+) sign at the unoccupied cell
" assign alternate plus (+) and minus (-) Signs""m .
corner of the closed path.

(i)  Determine the minimum number of unitg
should be shipped to this unoccupied cel], The
smallest cell with a negative position is chosen,
The quantity 1s added to all the cells on the
marked with plus (+) sign and subtracted from
those cells marked with minus () sign,

(j)  Repeat the whole procedure until an optimyp,
solution is attained 1.e., when all opportunity cogg
are either positive or zero.

PROBLEMS

Q21. A company has three plants X, Y, Z and each
producing 50, 100, 150 units of a similar
products. There are five warehouses W,, W, W,
W, and W, having demand of 100, 70, 50, 40 and
40 units respectively. The cost of transporting
the products from plants to warehouses is
given in the following matrix,’ '

W W, | W W | W,

X| 20 (28| 32| 55|70

Y| 48 | 36 | 40 | 44 | 25

Z| 35 (55| 22| 45 | 48

Determine the transportation schedule so that
the cost is minimized.

—

_ Model Paper-i, Q2(b) | May-13, Set-1, a2t}
Solution:
Let us solve using VAM for IBFS and stepping ston

method for optimal solution.

Vogel’s Approximation Method (VAM)
Tableau-I |
' WoWwW, W, W,
P, | 20 | 28 | 32 | s5
P, | 48 | 36 | 40 | 4

P, | 35 | 55 | 22 | 45
Demand 100 70 50 40

Penalty 15 8 10" .1

3
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‘31. When do you say Solution to

Vogel's method. )

ERACY IN TRANSPORTATION PROBLEM

3 transportation problem is degenerate? - Model Paper-lil, Q6(b)

May-13, Set-1, Q2(aJ.

Degeneracy in Transportation Prohlee..
p ied cell ¥ Problem: A wolution 1o ransportation problem is said to be a degenerate one when the number
of oCCUPIC CClis 1., positive allocs 8. i logs tha A . . ;
:r ! . ceanons s Jess than (m < 7~ 1) wihere m is the number of rows and #1 is the number of columns.
such cascs, Ihe current solution ca " 3 . > H
. HHEOn cannot be improved because 1t 1s not possible fo draw a closed path for every occupied cell
and when using MODI] mcthod for

vor finding the optimal solution

#.v values cannot be computed.

j feoenctacs Bas 1o le rerrs Tp—— P T ; 1 ‘
Thus, degeneracy has 10 be removed 1o mpreve the current solution. The degencracy in the transportation problems may
oour @l Two stagos

{a) Degencracy at the iniial solution stage

j > antimal sohion
ih) Degencracy dunng tosting of the oplimal soluton

SPECTRUM ALL-IN-ONE JOURNAL FOR ENGINEERING STUDENTS SIA GROUP @
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238 . s A OPERATIONS RESEANULY 1oin v~ -\H'\'NAM@

s used in one or more of them
d cell w1th the lowest tfansportan 5 °08L ;

"To resolve degeneracy, artificial quantlty, denoted by Greek lefter € (epsﬂon)

cells so ‘that the number of occupled cellsism +n—1. The € is placed in the unoccuple |
Once ¢ is placed in an unoccupied cell, that cell becomes an occupied cell. € w1ll remain unt11 degeneracy is removedor

a final solutxon is arrived at whlchever occurs ﬁrst The TP is now solved in the usual manner.

Dunng the solution stage, degeneracy occurs, when the inclusion of the unoccupled cell with maxnnum negatlve OPpomumy

- cost results in vacating of two or more occupied cells 51multaneously Whatever be the reason for occurrence of degeneracy,| thg

5 method to resolve it is by allocatmg € to the unoccupied cells.

£ to Unoccupled Cells

v( 1) Degeneracy at 1mtiél solution stage:

' g is allocated to dnoccﬁpied cell with least transportation cost. _
‘(ii)' Degeneracy during optimal stage: N : :

€ is allocated to unoccupied cell which recently becomes unoccupied (i.e., vacated)..
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Q46. Explain the difference between transportation problem and an assignment problem. - \ 1
Ans: - : | : _ '

Model Paper-IV, Q2(a).| Nov./Dec. |

— . -12, Set~4 QZ(
Transportation Problem )

or

_ Assignment Problem
Allocation Problem '

1.| The problem deals with estimating the minimum total | 1.
transportation cost (or maximum profit) and'the
: number of units to be transported from various
origins to various destinations.

The problem deals with estimating minimum tota] |
assignment cost (or maximum profit) and the !
assignment schedule of varlous resources to R
various jobs.

' 2.| Supply at any source can take any positive value.. 2. | Supply at any source can take the value of 1 only

1
Demand at any destination can take any positive. 3. | Demand at any job-can take the value of 1 only. | ‘,
\ value. | , A : -
~ 4.| Balanced TP is the one where total supply is equal to |4. | Balanced AP is the one where resou;ceé are equal
{ total demand. to jobs (i.e., number of rows = number of columns)
. 5.| Degeneracy may be seen at~the initial stage or during |5. | As assignment problem is always found to be
o the testing of optimal solution. . _ degenerate.
| 6. The optimal schedule may consist of one or more . 6. | The optimal schedule w1ll deﬁmtely consist of only
assignments for each row and each column. of only one assignment in a given row or column. -
7.| Standard TP will have the objective of cost 7. | Standard AP will have the objective of cost or |
minimization. . or distance or time minimization. : i
8. Transhipment prdblérp is an extension of TP. 8. i ' :

. ot !
Crew assignment and travelling salesman problem
are extensions of AP.

Look for the SIA GROUP LOGO )3 on the TITLE COVER before you buy
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058. Consider 3 machin
of jobs that minim

Job | Machine 1 Machine 2 | Machine 3
1 11 10 12
2| 13 | 8 20
3 15 6 15
4| 12 7 19
5 | 20 9 7
Table

2 wue sequence finishes,

.

1Ze the tota| elapsed time. Proce

eand5ijo " .
10D flow shop probiem as shown in the table. Determine the optimal seque
ssing time on machines is in hours." 3

RS
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Solution: o | o | o .

Johnson’s Rule (Extension)

Step-1: Check if either or both the foHowing conditioné satisﬁed..
Condition : o '

Min M, 2 Max M,

Minimum processing time on machine, M, =11

" Maximum processing time on machine, M,=10
11>10
- Min M > Max M,
Condition 1 is satisfied.
Since, condition-1 has satisfied no meed to check condition 2.

Step-2: Creating two fictitious machines G and H with processing times as follows,

G=M +M,
H=M,+ M,

. o Jobs Machines
; G H

1 I11+10 | 10+ 12

2 13 +8 8+20

3 15+6 6+ 15

4 12+7 | 7+19

5 20+9 | 9+7

" New processing time table (in minutes)

Machme/Jobs | 1 | 2 |3 | 4 | 5
G 21 (21021119 |29
H  [22(28|21]26]16

Step 3: Applying Johnson’s rule of proceésing ‘n’ jobs through 2 machines. !

The minimum time is 16 under machine H, so it has to be sequenced at extreme right.
L[ Ts]
By following the above prdced_ure, we get the sequence as,
: | [4]1[2]3]5]

Computation of Times

Machine Mi ] Machine M2 Machine M,
Jflb Fn Process .Out Idle In | Process| Out Idle In Process Out Idle
Time | Time |Time Time, | Time| Time |Time | Time Time Time Time
4 0 12 | 12 0 12 ' 7 19 . 12 19 19 38 19
1 12| 11 23 0 23 10 33 4 38 12 50 | o
2 23 13 36 0 36 8 4 | 3 50 20 - 70 0
3 36 15 | 51 0 51 6 57 7 70 .15 85 0
5 1 st] 20 H | o+21 | 71 9 80. |14+12| 85 7 .92 0
Total | 1 21 - 52 , 19

Look for the SIA GROUP L0GO {3 on the TITLE COVER before vou buv
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UNlT 2 (Transportatlon Problem and Sequencmg)

Therefore, total elapsed time — 92 hours

" Idle time for machme M, =21 minutes (92 71)5 P
Idle time for machine, M = 52 minutes
Idle time for Machine, M = 19 minutes.
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Qﬁ‘l Explaln the graphlcal method to solve two job M machines sequencing problem with g ven tec
ordering for each job. What are the limitations of the above method?

: ) \ , : Nov./Dec.-12, Set-2, Qarar
Ans: _ Q)

, : ‘ cessed 3
Processing of Two Jobs on ‘N’ Machines: This type of sequencing problem deals with tw:) Jt:});t;; :eedpt:m :ss through N" :
machines with mam objective of determining optimum solution or sequence that minimizes to

AlgorithmlMethod to Solve these Types of Seqnencmg Problems

Step 1: Draw two mutually perpendicular lines (i.e., X and Y axes) with horizontal line riprese:it:slgi (ﬁ:oce551ng time for job |,
‘while 2" _]Ob remains idle and vertical line represents processmg time for job 2 while job 1 rem .

Step 2: Mark the processing time for jobs 1 and 2 on horizontal and vertical lines respectively ‘according to the given problen,
Step 3: Construction of various blocks with respect to each machme considering the time at Wl‘llCh it will be used for job 1 andjob2.
Example ‘

Let us consider a machine-4,

Job 1 on machine-4 = X-axis = 0 to 3 hrs. ¢

Job 2 on . machine-4 = Y-axis = 4 to 7 hrs.

Now a block can be obtained by just drawing parallel lines to Y-axis through 0 and 3 and parallel lines to X-axis through
4 and 7 as shown in figure (1). The intersection of all four lines result in a block.

.ﬁ‘ :
W) )
e

> Parallel lmes
to Y-axis

t > X
4

[SSR
!
T

) -

—
<
o
|

Figure (1)
. Blocks must be drawn from origin to end point.
Stepd - '

After constructing the blocks, draw a line inclined at 45° to horizontal starting from in- lime of individual machine -

and endmg at out-time of same machine as shown in flgu:e (2). This indicates the duration during which both jobs are in
process. :

o

’ 7/// Where,
4 4//%7} L =ldetmeof Job1 . A

I, = Idle time of Job 2

Figure (2)
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W‘-" Vs WU | r'rob'em and SequenCIng) . B ST . 2.69 .
seps | | - |

In above step in the fi ' » ' ’ :
’ gure .
jines which are not bounded by 45° (zh)nzi;ter drawing 45° inclined line, vertical lines indicate the idle time of job 1 (i.e., vertical

stepb - | ' :
¥ Horizontal lines indicates the idle time of job2..
Step 7 .,
Total elapsed time is given by, |
Total processing time of job 1 or job 2 + Idle time of job 1 or job 2.

& W

Limitations
1. Itisa complex method and is solved using algorithm.
Idle time of both the jobs should be presented in graph.
‘The processmg time of job 1 and _]Ob 2 should not exceed a d1agona1 region of 45 degree
The processing time of both the machines should be. presented in a given technological order of the problem.
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