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UNIT-IV

Null H)pothesis(Ho) :Itis denoted by H,, Is a statement about the population parameter which is to be actually tested
for acceptance or rejection.

Alternative Hypothesis(H, ) : It is denoted by H, , is the opposite statement of null hypothesis.

Types of errors in test of hypothesis:
Type I error: The rejection of null hypothesis when it is true and should be accepted.
Type IT error: The acceptance of null hypothesis when it is false and should be rejected.

Accept H| Reject H,
H, istrue | Correct Decision | Type I error
H,is false | Type Il error | Correct Decision

Level Of Significance (L.0.S.): 1t is denoted by «, is the probability of committing type I error. Thus L.O.S. measures
the amount of risk or error assoclated in taking decisions. L.Q.S. is expressed in percentage. Thus L.O.S. ¢ =5%
means that there are 5 chances in 100 that null hypothesis is rejected when it is true.

o = probability of committing typel error = P(reject H,/ H,)

B = probability of committing type Il error = P(reject H,/ H,)

Critical Region (C.R.): In any test of hypothesis, a test statistic S~, calculated from the sample data is used to accept or
reject the null hypothesis. Consider the area under the probability curve of the sampling distribution of the test statistic
S’ .This area under the probability curve is divided into two regions, namely the region of rejection where N.H. is

rejected and the region of acceptance where N.H. is accepted. Thus critical region is the region of rejection of N.H. The
area of the critical region equals to the level of significance . Note that C.R. always lies on the tail of the distribution.

One tailed test and two tailed test:

Right tailed test: When the alternative hypothesis H, is of the
greater than type e, H,: >y, or H,:0," >0," etc. Then the
entire critical region of area & lies on the right side of the curve

as shown shaded in the fig. In such case the test of hypothesis is
known as right tailed test.

Left tailed test: When the alternative hypothesis F| Is of the
less than type Le, H,: ft < Yl or H,:0,’ <0,’. etc Then the
entire critical region of area ¢ lles on the left side of the curve

as shown shaded in the fig. In such case the test of hypothesis is
known as left tailed test.

Two tailed test: When the alternative hypothesis | Is of the
Not equals type Le., H,: i # iy or H,:0,' #0," etc. Then the
entire critical reglon of area o lies on the both sides of the curve

as shown shaded in the flg. In such case the test of hypothesis Is
known as two tailed test.
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- Critical Values of z }
~ Level of Significance & 1% 5% 10%
Critical values for two-talled test | |Z,|=2.58 | |Z,|=1.96 |Z,| =1.645

Critical values for right-tailes test Z, =233 | Z,=1645 Z, =128 |

| Critical values for left-tailed test Z,=-233 | Z,=-16456 Z,=-1.28 |

TEST OF SIGNIFICANCE FOR SMALL SAMPLES
(1) Test of significance for single mean (Students's t- test):
(1) Null H)pothesls(Ho): x= U i.e., “there is no significance difference between the sample mean and population
mean” or “the sample has been drawn from the population”
(i) Alternative Hypothesis(H,) : () x# g or (1) x< 4t or (1) x> 4
(iii) Level of Signlﬂmnce(a') : Set a level of significance
x-u
s/\n-1

(iv) Test Statistic: The test statistic =

(v) Conclusion: (i) If M < t, we accept the Null Hypothesis H,

(ii) If | > ¢, we reject the Null Hypothesis H, i.e., we accept the Alternative Hypothesis H,

(1) A random sample of 155 members has a mean 67 and 5.D. 5.2, Is this sample has been taken from a large
population of mean 70? ’

Solution: ~

Given n= , U= , x=mean of the sample = and s= S.D. of the sample =

(i) Null Hypothesis(H,) :

(i) Alternative Hypothesis(H, ) :

(i1i) Level of Significance (a ) :

x—p
s/vn-1

(v) Conclusion: Degrees of freedom=n—1=
Tabulated value of ¢, =

Calculated value of ]tal =
Calculated value of |t,| Tabulated value of ¢,

(1v) Test Statistic: The test statistic ¢ =

(2) A random sample of 10 boys had the following 1.Q.’s: 70, 120, 110, 101, 88, 83, 93, 98, 107 and 100. Do these
data support the assumption of a population I.Q. of 100 at a 5% L.0.S.? Also find the 95% confidence limits.

Solution
ﬂ = ] ” = []
Given x=mean of the sample= Zn—xi = and
s=S5.D. of the sample= (X‘ —lx)z =
n —
(1) Null Hypothesis(H,) :
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(11)Alternative Hypothesis (H,):
(1ii) Level of Significance (a ) :

x—
(tv) Test Statistic: The test statistic ¢t = < \/—n_#—_l

(v) Conclusion: Degrees of freedom= n-1=
Tabulated value of ¢, =

Calculated value of lta| =
Calculated value of |t,| Tabulated value of ¢,

(3) Producer of gutkhs, claims that the nicotine content in his gutkhs on the average is 1.83mg. Can this claim
accepted if a random sample of 8 gutkha of this type have the nicotine contents of 2.0, 17,21, 19 22 2.0 1.6 mg?

Use 20.05L.0.S.

Solution:
n= ' u =
p 2%
Given x= mean of the sample= = = and
s=5.D. of the sample= ZL:'—_IL)Z =
(i) Null Hypothesis(H,) :
(if) Alternative Hypothesis(H,) :
(i) Level of Significance(c) :

x—4
tv) Test Statistic: The test statistic ¢ = =
4 s/v/n—-1

(v) Conclusion: Degrees of freedom=n—1=
Tabulated value of ¢, =

Calculated value of |t,|=
Calculated value of |t,| Tabulated value of ¢,

(4) The life time of electric bulbs for a random sample of 10 from a large consignment gave the following data.
Item 1| 2| 3| 4] 5] 6] 7 afi’yu‘
Lifein1000hrs | 1.2 | 46 | 3.9 | 41| 52| 38 | 39 | 43 | 44 | 56 ]

Can we accept the hypothesis that the average life time of bulbs is 4000hrs?

n= ' ﬂ = ’

-_ I
Solution: Given x=mean of the sample= > and

s=S.D. of the sample= (:‘ _lx)l =
(1) Null Hypothesis(H,) :
(i1)Alternative Hypothesls(H, ):
(111) Level of Slgniﬂcance(a ) :
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x—U
(iv) Test Statistic: The test statistic £ =
s/Vn-1

(v) Conclusion: Degrees of freedom= n-1=
Tabulated value of ¢, =

Calculated value of |ta] =
Calculated value of |t,,,| Tabulated value of ¢,

2) Test of si nce of m ’s t- test):
(i) Null H_)palbesb(Ho): Xx=J1 i.e., “there is no significance difference between the sample mean and population
mean” or “the sample has been drawn from the population”
(i)Alternative H_motbesis(H,) (1) x# por(H) x<p or (i) x>
(iti) Level of S@mﬂcance(a) : Set a level of significance

x-y wheresz=Z(X’—-;{)z“'('y’--})z

(iv) Test Statistic: The test statistic { = —F———
fl 1 n4nm-2

s, |—+—

n m

(v) Conclusion: (i) If |4 < ¢, we accept the Null Hypothesis H,

(ii) If |4 > ¢, we reject the Null Hypothesis H, i.e., we accept the Alternative Hypothesis H,

(1) The nicotine in milligrams of two samples of tobacco were found to be as follows. Test whether there is a
significant difference between the two samples.
SampleA | 24 |27 |26 |23 |25 | -
SampleB |29 |30 |30 |31 |24 | 36
Soluion: Given = m,=

Calculations for means and Variances of samples

SampEA Sam_plerB |
* x| =) g vy by
T 24 29 } ]
27 30 \
26 30 }
23 31
25 24 '
- - 36 1 1 ]
Fo X, Tl -¥)- - Xy 20 -
n e |
,,,,,,,,, B S |
2 Tl +bi-of
n+n-2
(1) Null Hypothesis(H, ) :
() Alternative Hypothesis(H,) :
(tii) Level of Slp:lﬂcance(a) :
(1v) Test Statistic: The test statistic = X =
s|lal
n n
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(v) Conclusion: Degrees of freedom= 1, + 11, — 2=
Tabulated value of ¢, =

Calculated value of |tn| =
Calculated value of |ta| Tabulated value of ¢,

(2) Two horses A and B were tested according to the time (in seconds) to run a particular track with the following
results.

HorseA |28 |30 |32 |33 |33 [29 |34 |
HorseB |29 (30 (30 24 (27 (29 | -
Test whether the two horses have the same running capacily.

Solution: Given n = n, = _ B -
Calculations for means and Variances of samples - )
Sample!} % , : Sample B -

* X=X 77(X_X)z_ | Y y-y (j-y)z -

28 ' ' 29 ;

30 : 30

32 30

33 24 |

33 | | 21 |

29 ? ‘ 29 ‘

34 @ - I
PRy L i Yl -xF- -2 _ \ ¥ (-5 =

n \ Y= n, - 1
| S B | - _
& Z(X:—;’)z*'(.h-;
n+mn—2
(i) Null Hypothesis(H,) :
(t)Alternative Hypothesis(H, ) :
(tt)) Level of Significance(ct) :
(iv) Test Statistic: The test statistic ¢ = x—yl =
non

(v) Conclusion: Degrees of freedom=n, + 1, =2 =
Tabulated value of ¢, =

Calculated value of |1, =
Calculated value of |t,| Tabulated value of ¢,

(3) To examine the hypothesis that the husbands are more intelligent than the wives, an investigator took a sample of
10 couples and admininistered them a test which measures the 1.Q. The results as follows:
Husbands | 117 | 105 | 97 | 105 | 123 | 109 | 86 | 78 | 103 | 107 ]
Wives 106 98 | 87 | 104 | 116 | 95 | 90 | 69 | 108 | &
Test the hypothesis with a reasonable test at the level of significance of 0.05.
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Solution: Given n = n= -
| Calculations for means s and Variances of samples
o SampeA o SamplB.
x x—X (x -X y y-y (’y—'_y)z
117 o 1w
105 98 |
97 87 |
105 104
123 116 \
109 95 |
86 90 \
78 69 |
103 108 l
107 85 B
)X Te5 |, % S
: 2 s
= - _ - ‘l

(i) Null Hypothesis(H,) :
(ii) Alternative Hypothesis(H,) :
(iii) Level of Significance (a) :
x-y _
f 1 1
s |—+—
n m
(v) Conclusion: Degrees of freedom=n, + 1, = 2=
Tabulated value of £, =
Calculated value of lt,,| =
Calculated value of |ta| Tabulated value of ¢,

(iv) Test Statistic: The test statistic =

(4) Ten soldlers participated in a shooting competition in the first week. After intensive training they participated in
the competition in the second week. Their scores before and after training are given as follows:

Scores before | 67 | 24 | 57 | 55 63 | 54 |56 |68 |33 |43 |
Scoresafter | 70 | 38 | 58 | 58 | 56 | 67 | 68 | 75 | 42 [ 38 |

Solution: Given n = n=

Calculations for means and Variances of samples B
Sample A A ) B Samp!g B
¥ Taex | @z} | 7 || 6o
67 70
24 38
57 58
55 58
63 ] 56
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54 | 67 i
56 68 ‘
68 75
33 42
43 - | 38 1
;=Zf Z(x -x ;=_Z_l' Z(V‘)’)z |
n m !
= = 73 i _—_= |

(i) Null Hypothesis(H,) :
(ii) Alternative Hypothesis(H, ) :
(iii) Level of Significance (a ) :
-y _

(iv) Test Statistic: The test statistic ¢ = —1——1 =
s /— +—
n o

(v) Conclusion: Degrees of freedom=n, +1n, —2 =
Tabulated value of ¢, =
Calculated value of |t,|=

Calculated value of |t,| Tabulated value of ¢,

@) 'SF-
(1) Null Hypothesis(H,) : 0> =0, or s’ = s,’ i.e., the varlances of the two populations are same.
(i)Alternative Hmthesls(H,) A" t:)'zz :
(iif) Level of Slgllﬂcancc(a) : set a lelvel of significance
(iv)Test Statistic: The test statistic
F= larg er var lance
smaller var lance

(«":‘I’)z 2 _ (."'1';")a

n-1 '

, where .9,2 =

(v) Conclusion: ~ Degrees of freedom = (n,m) = (n, ~1,n, -1)
(1) If Calculated value of F < Tabulated value of F, we accept H|
(1) If Calculated value of F > Tabulated value of F, we reject H|

(1) The time taken by the workers in performing a job by method I and method 11 is given below:
Methodl |20 |16 |26 |27 |23 |22 | --
MethodIl |27 (33 |42 |35 (32 |34 | 38

Do the data show that the variances of time distribution from population from which these samples are
drawn do not differ significantly?

Solution: C1Ven A = m=
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~ Calculations for means and Variances of sarhples
Samplf B

Ty )

__ Sample A

x X—x (x _;)Z Yy
20 27
16 33
26 42 ‘
27 35
23 32 |
22 T |
- | 38 ! |
P L Te-xf | -_Xy Zb-of
n ‘ | r= n, ‘
- | < | _ _
2 _ E(XI —}
sl =
m-1
2 _ Zb’l _} -
% n, -1
(i) Null Hypothesis(H,) :
(i) Alternative Hypothesis(H, ) :
(iti) Level of Significance() :

(iv) Test Statistic: The test statistic F = larger variance _

smaller var iance

(v) Conclusion: Degrees of freedom = (n,m)= (1, —1,n,-1)

Tabulated value of F =
Calculated value of F=

Calculated value of F  Tabulated value of F

(2) The measurements of the output of two unils have given the following results. Assuming that both samples have
been obtained from the normal population a t10% significant level, test whether the two populations have the same

variance. _ . i
UnitA | 140 | 101 | 147 | 137 | 140
" Unit-B | 140 | 145 | 13.7 | 127 | 141
Soluﬂan: Given q = nl . o
Calculations for means and Varlances of samples
__Sample A Sample B
Yool x=x | (x-xf Yy | -y
14.1 ' 14.0 R
10.1 14.5
14,7 13.7
13.7 I A A
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D)

S

(i) Null Hypothesis(H,) :
(i) Alternative Hypothesis(H, ) :
(iii) Level of Significance (oe) :

e y

(iv) Test Statistic: The test statistic F' =
smaller var fance

larg er var fance _

14,1
}_:l\ - _r)’
n,

2 Z(.}’.« - .V)a .

(v) Conclusion: Degrees of freedom = (n. m) = (q -1Lm-1)

Tabulated value of F =
Calculated value of F =

Calculated value of F  Tabulated value of F

(3) In two independent samples of sizes 8 and 10 the sum of squares of deviations of the sample values from the
respective means were 84.4 and 102.6. Test whether the difference of variences of the population is significant or

not. Use a 0.05 level of significance.
Solution:
Tl -xF -

Given n = m=

(1) Null Hypothesis(H,) :
(if)Alternative Hypothesis(H, ) :
(i1i) Level of Significance (a) :

(iv) Test Statistic: The test statistic F =
smaller var lance

larg er var lance _

Zl-f =
5% = Z(.Vi";)z B
e n, -1

(v) Conclusion: Degrees of freedom = (n. m) = (q -1,n,- 1)

Tabulated value of F =
Calculated value of F =

Calculated value of F  Tabulated value of F

(4) CHI- SOUARE TEST ( ¥*) FOR GOODNESS OF FIT

(1) Null Hypothesis(H, ) : There Is no significant difference between expected frequency and observed

frequency

(t))Alternative Hypothesis (H,) : There Is a significant difference between expected frequency and

observed frequency
(ii) Level ofSlgnlﬂcance(a) : set a lelvel of significance
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0,-EY
(iv) Test Statistic: The test statistic xi= ZL—’F—Q-
1
(v) Conclusion:  Degrees of freedom = n— 1
(1) If Calculated value of x < Tabulated value of y?, we accept H,

(1) If Calculated value of y* > Tabulated value of 2%, wereject H,
(1) A die is thrown 264 times with the following results. Show that the die is blased.

FNa.appemdonthedle 1 2] 3] 4[5 6]
Frequency 40| 32| 28| 58 | 54 | 52

Solution: Given n=

(i) Null Hypothesis(H,) :

(i) Alternative Hypothesis(H,) :

(1ii) Level of Slgniﬂcance(a) :

(0-E)

E,
Observed Expected (0-£)

Frequency (0,) Frequency (E) E
40
32
28
58

o4
52 ,

(iv) Test Statistic: The test statistic x? Z

(v) Conclusion:  Degrees of freedom = n—1=
Calculated value of y? =
Tabulated value of y* =

Calculated value of > Tabulated value of %*

(2) The following ﬂgums show the distribution of digits in numbers chosen at random from a telephone directory.

Digits 0 1 2| 3| 4 | 5 6 } 7 l, 8"_9J
Frequency | 1026 | 1107 | 997 | 966 | 1075 | 933 | 1107 | 972 | 964 | 853

Test whether the digits may be taken to occur equally frequently in the directory.
Solution: Given n=

(1) Null Hypothesis(H,) :
(11)Alternative H; ypothesis(H, ):
(it{) Level of Significance(ct) :

2
(iv) Test Statistic: The test statistic x° = Z(E—EL)—

Observed Ex cted 04 5}) N
Frequency (O,)J Frequency E) 1
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11

1026
| 1107

997

966
| 1075
| 933
| 1107

972
964
853

o

(v) Conclusion: Degrees of freedom = n—1=
Calculated value of y? =
Tabulated value of ¥* =
Calculated value of 7° Tabulated value of »*

(3) A sample analysis of examination results of 500 students was made. It was found that 220 students had failed,
170 had scored a third class, 90 were placed in second class and 20 got a first class, Do these figures commensurate
with the general examination result which is in the ratio 4:3:2:1 for the various categories respectively.

Solution: Given n=

(i) Null Hypothesis(H,) :
(ii)Alternative Hypothesis(H,) :
(iii) Level of Sigmﬂmnce(a) :

2
(iv) Test Statistic: The test statistic =) ©-£&) ;E,)
1

Observed Expected (0-E)
Frequency(O,) | Frequency(E,) E
S

(v) Conclusion: Degrees of freedom = n—1=
Calculated value of y° =

Tabulated value of * =
Calculated value of ¥° Tabulated value of }?
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(4) A pair of dies are thrown 360 times and the frequency of each sum Is indicated below:
X =x, ‘ 2 ‘ 4 5 ( 7| 8| 9|10 11 12|
Frequency | & 35| 87| 44 65| 51| 42| 26| 14| 1

Would you say that the dice are fair on the basis of the chi-square test at 0.05 level of significance?
Solution: Given n=

 X=x 2|3 | 4| 5| 6|7 8|91
Px) |
Expected Frequencies = 360 p(x,)
(i) Null Hypothesis(H,) : o
(it)Alternative Hypothesis(H, ) :
(iii) Level of Signlﬁcance(a) :

2
(iv) Test Statistic: The test statistic x* = Z G, ‘E':E;)

Observed Expected (0-E)
Frequency (0,) Frequency (E:) E,
8

24
35

(v) Conclusion: Degrees of freedom = n—1=
Calculated value of 3=
Tabulated value of ¥ =

Calculated value of z° Tabulated value of x*

(5) 4 colns were tossed 160 times and the following results were obtained.

___No. of Heads 1 0 J ‘ _.l 3 {
_Observed Frequency | 17 | 52 | 54 6
Under the assumption that coins are balanced, find the expected !Pequmdes of 0.1,2,3 or 4 heads, and test the
goodness of fit at & = 0,05

Solution: No. of coins =
Probabilltytogetaheadp- qul-p=

[N 7R N RN B R
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plx)

Given n=

(i) Null Hypothesis(H,) :

\_ﬁxpéct/e& Ffrequ'encies

(ii)Alternative Hypothesis(H, ) :
(iii) Level of Significance (a) ¢

2 (OJ - E.r )z
(iv) Test Statistic: The test statistic y° = ZT
1

Observed
Frequency(0,)

Expected
Frequency (E,)

(0-EY

17
52
54
31
6

oz O=tr

(v) Conclusion: Degrees of freedom = n—1=
Calculated value of y? =

Tabulated value of 2 =
Calculated value of ¥° Tabulated value of }*

(6) A survey of 240 families with 4 children each revealed the following distribution.

Can we accept that the male and female births are equally distributed?

Solution: No. of families =

Probability to have a male birth p =

Male Births 4

2 1

(/]

Observed Frequencies | 10 | 55

105 | 58

12

, No. of children =

,q-l—pn

X =x

1

plx)

| =240p(x)

Expected Frequencies

Given n=
(1) Null Hypothesis(H,) :

(1))Alternative Hmtlmsls(h’, ):
(i1i) Level of Significance (a ) )

N -
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2 (O, - E; )2
(iv) Test Statistic: The test statistic y° = ZT
1
Observed Expected | (O, -E )’: J
Frequency(0,) | Frequency(E,) T E ,

10

55
105
58
12

(v) Conclusion:  Degrees of freedom = n—1=
Calculated value of x* =
Tabulated value of y? =
Calculated value of ¥° Tabulated value of >

(5) CHI-SQUARE TEST FOR INDEPENDENT OF ATTRIBUTES

Let us consider two attributes A and B, and they are divided Into two classes. The various frequencies can be
expressed as follows:

Ala | b
B |c d
a b a+b
c d c+d
a+c | b+d .| atb+c+d=N

The expected frequencies are given given by:

a+b

E(")JLC%M fiib)=!’”_"§‘=_+_")  ed

_atc | b+d  [atb+ctd=N
Degrees of freedom= (n—1)m-1)

(1) The following table gives the classification of 100 workers according to sex and nature of work. Test whether the
nature of work Is independent of the sex of the worker.

B Stable | Unstable | Totla
Males | 40 20 | 60
Females 10 30 | 40
Totla 50 | 50 | 100
Solution:
(1) Null Hypothesis(H,) :
www.Jntufastupdates.com 14
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(ii)Alternative Hypothesis(H, ) :
(iii) Level of Significance(at)

4
(iv) Test Statistic: The test statistic y° = Z (—O‘;_E ) -
i
— e dard) _(ord)asrt) _ |
E(a)‘ 7 N o - i _E(b)_ N j
E(a)_!a+c!c+d§= E(b)=£b+_ng+_d)= |
- N _ I N |
Observed Expected N (0-E)
Frequency(0,) | Frequency(E,) E,
40
20
10
30 N
r-plogi

(v) Conclusion: Degrees of freedom = (n—1)(m—1)=
Calculated value of y% =
Tabulated value of y? =
Calculated value of ¥°> Tabulated value of x*

(2) Given the following contingency table for hair colour and eye colour. Find the value of x*

Is there good association between the two?

Hair colour
Fair | Brown | Black | Total
Blue 15 5 20 40
Grey 20 10 20 50
Eyecolour g o 25 | 15 | 20 | 60
Total | 60 30 60 150
Solution:
(1) Null H_mothesls(ﬂ,,) ;
(i)Alternative Hypothesis(H,) :
(itf) Level of Significance(a) :
2
(iv) Test Statistic: The test statistic x° = Z%E—L
(]
E(.)=(1+d+ Nl+b+c)= E(b)-(b+‘+hN!"'L")- ) E(b)-!ci- f¢l~!l+b+¢'!- T
Ho) (a+d+g)d+e+ 1) E(t)= rertld+orr) | gyalerreddvern),
c)= N = N N
d h bre+hlgt+th+l) r+)g+h+l
E(c)=(‘+ +£AX,1+ +) _ qw.!.ﬂi%ﬂ’-ﬂ). E(b).ﬁ_%ﬂ‘__ﬂ.
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Observed Expected (0-E)
" Frequency(0,) | Frequency(E,) E
15
5
20
f 20
| 10 |
| 20
{ 25 |
15 ‘

20

0 -E
,r,ELT';L

(v) Conclusion:  Degrees of freedom = (n—le-—-l) =
Calculated value of y° =
Tabulated value of 3 =
Calculated value of ¥ Tabulated value of x°

(3) From the following data, find whether there is any significant liking in the habit of taking soft drinks among the
categories of employees.

Sot drims Clerks | Teachers | Officers
Pepsi 10 25 65
Thums Up 15 30 65
| Fanta 50 60 30
Solution:
() Null Hypothesis(H,) :
(if)Alternative Hypothesis(H, ) :
(iti) Level of Significance(e) :
2
(iv) Test Statistic: The test statistic y° = Z(OJ_TEI)
!
| d b b b YY) T
E Ela)= (a+ +%¢+ +c) _ E(b)n(:gih_‘)%afr_ﬂ)w E(b)-("' t)j&a b+ o) _
| dvghdve+ 1) T ererifdves f) NEY FIYTY, IR
; ﬂc)=(‘+ +15 re+ )= E(b)-(*tg+‘% +a'+'*)- E‘b)-(g %_!_r
YT +h+d) | o Grernlgrhtl) pye (et Frigeas) )
- fhg+hel) B(o)- (o+e Mg oty e 1 X
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Observed Expected (0-EY
Frequency (0, ) | Frequency (E) E,

10

25

65

(v) Conclusion: Degrees of freedom = (n—1}m-1)=
Calculated value of y? =
Tabulated value of xz =

Calculated value of ¥ Tabulated value of x°
(4) 1000 students at college level were graded according to their I.Q. and the economic conditions of their home. Use
x° test to find out whether there is any association between condition at home and I.Q. Use 0.05 L.O.S.

Lo High | Low | Total

Economic Con
Rich 460 | 140 | 600
Poor 240 | 160 | 400
Total 700 | 300 | 1000
Solution:
(1) Null Hypothesis(H,) :
(t)Alternative Hypothesis(H,) :
(111) Level of Significance(et) :
(0-E)

(iv) Test Statistic: The test statistic y* = ZT
1

=(a+c!a+b)= _(b+d)a+b) _ i
E(a) 5 E(b) &
ﬂa)=!a+CN!C+ d!= E(b)=!b+ dﬂ!f‘ +d)=

Observed Expected O-E
Frequency(0,) | Frequency(E,) L‘T‘L):
460
. 140
240
160
X'= zlﬂ_}ﬁr -

(v) conclusion:  Degrees of freedom = (n—1){m-1)=
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Calculated value of ' =
Tabulated value of y° =
Calculated value of ¥° Tabulated value of x°
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2% ;1 INTRODUCTION

specified population mean or difference of two population means as in large sample tests only
¥ whén the sample is drawn from a normal population whose S.D., ¢ is known. If o is not

SRS B AR R+ o AP B ¢ HRRLE PR fi 5

: } v, [ ; ",:'" ’::‘ ':l 'l ,T_". * -'!‘:I ) ~.:
R SR NN L RIS IRIOR LAt .CHAPTER:}

pE

In the earlier chapter, we considered certian tests of significance based on the theory of
the normal distribution. The assumptions made in deriving those tests will be valid only for
luge samples. When the sample is small (» <30 ), we can use normal distribution to test fora

inown, we cannot proceed as above. If a population is normally distributed, the sampling
distribution of the sample mean for any sample size is also normally distributed whether o is
known or not.

72 DEGREE OF FREEDOM (d.f.)

The number of independeh; variates which make up the statistic is known as the degree
of freedom (d.f.) and it is denoted by v (the letter “Nu’ of the Greek alphabet). In other words,
it is the number.of values in a set of data which may be assigned arbitrarily or, it refers to the
number of “independent constraints” in a set of data.

Definition : It is a number which indicates howmany of the values of a variable may be
independently (or freely) chosen. For example, if we have to choose any four numbers freely,

then we may choose 11,6,14,28 or any other set of four numbers. As in this case all the four

numbers have freedom to vary, we say that the degrees of freedom is 4. If we impose a
restriction on the numbers, say the sum is 50, then we can choose first three numbers freely

M andthe fourth number is such that the sum is 50. Thus, the three variables are free and independent
8 choices for finding the fourth. Hence these are the degrees of freedom. In this case, the

degrees of freedom is 3, ie, 4-1. '

"~ In general, the number of degrees of freedom is equal to the total number of observations

{' less the number of independent constraints imposed on the observations. For example, in a set

-of data of n observations, if k is the number of independent constraints then v=n-k .
7.3 t-DISTRIBUTION (OR) STUDENT'S t- DISTRIBUTION

It is used for testing of hypothesis when the sample size is small and population
§.D;, o’ is,not known. . |

L3

Definition : If {x,x;,.....x,} ke any random sample of size n drawn from a

{ normal(or approximately normal) populatiuh with mean M and variance dz , then the

' P . . X- ~
test statistic ¢' is defined by ,l=-=—-—jl= where = ‘sample mean and
X 4 .

328
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";)';;ﬁ': 3 l!..‘;-: ‘ﬁfﬁ-gf’ h‘ rr L P EE L et o,

o v
L N

r' .. . 5 .
15‘:&*}1 . ";’; € v e e " :' 5 .'J . . “ﬁ')'n‘ "11'2'-5‘.. .‘f ‘i:”:f" Y 2 ¥, APy
R YL SRy’ -estimate ;of o 5 3 test statistid™ ="rryetids
it n-14 (ks unasgs st k po T KA '?zuS} o 1:-,,,/ Lo
i=l - B /o5 Pt} g
random variable having the ¢ -distribution with v = n — 1 degrees of freedom and wij{#

v+l

2 —2_ . E
probabilty density function (1) =y, [14-'—-) where v=n-1 and y, is a constant g8
v

by I f(¢ydt=1.This is known as «gtudent’s ¢ - distribution” or simply “¢ distributiond
“The above result is more general than the central limit theorem, since it do
not require the knowledge of o, and since population is assumed to be normal it i
less general than the central limit theorem. ' E

Properties of t - Distribution : _
1. The shape -of t-distribution is bell-shaped, () - 4

which is similar to that of a normal distribution and ¥ _ .

is symmetrical about the mean. : : n ter

2. The ¢ - distribution curve is also asymptotic
to the ¢ - axis, i.e., the two tails of the curve on both

sides of +=0 extends to infinity. .  _'
3. It is symmetrical about the line #=0. W, ]
4. The form of the probability curve varies with _ I g
degrees of freedom i.e,, with sample size. = Fig. t-distribution
. 5. It is unimodel wit'h Mean = Median = Mode. - 4
T 6. The mean of standard normal distribution and as well as t-distribution J& . 2

zero but the variance of t-distribution depends upo:rth&paramptenmhi@i@l !
the degrees of freedom. , ' :

T Tﬁe variance of t-distribution exceeds 1, but approaches 1 as n —
Infact the t-distribution with v-degrees of freedom approaches standard normg

distribution as v=(n-1)>w. | —

The selected values of ¢, for various values of v can be obtained from th
tables of f-distribution, where ¢, denotes the area under -distribution to its right &3
equal to a. These values are tabulated in tables. In tables the left - hand columiy ,
. contains values of v, the column heading are areas « in the right-hand tail of thig
- - .distribution,.and the entries are values of r,. It is mot-necessary to tabulate valugsh
' - of 1, for a < 0.50, as it follows from the symmietry of the r-distribution th&s
¢, ="t ie., the t - value leaving an area of '-a to the right and therefore an arety
o to its left, is equal to the negative ¢ - value which leads an area o, in the right. Thég
bostom row of the table of (-distribution correspond to the values of Z that cut ofg
right hand tails of area a under the standard normal curve. . We use the notation:
Z_ for such a value of Z, it can be seen for example, that Z, .= .1.96 = ¢, foG
AU :
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. (Thig, 1 sulLsh d;;:cpl hav \been
1st

xpecte
l\s“‘::rom:h‘ist e)s‘taffd'& ﬂ'h'rmal’dl t%\l ibﬁM §

u v —> . In fact, if we observe, we find
at the value of ¢_ for 29 or more degrees
of freedom are close to the corresponding
yalues of Z; we conclude that the standard
qormal distribution provides a good tee
.pproxlmatlon to the ¢-distribution for

B samples of size n230.

The t-distribution is extensively used in hypothesis about one mean, or about
equality of two means when o is unknown.

74 APPLICATIONS OF THE t - DISTRIBUTION

The t - distribution has a wide number of applications in Statistics, some of
them are given below : .

(1) To test the sigrﬁficance of the sample mean, when population- variance is
not given ‘ -

0

Fig. Symmetry of t-distribution

(2) To test the significance of the mean of the sample i.e., to test if the sample
mean differs significantly from the population mean.

(3) To test the significance of the difference between two sample means or tq
compare two samples.

(4) To test the significance of an observed sample correlatlon coeffi clent and
sample regression coefficient.

1.5\cul-soumeu )DISTHIBUTION

Chi-squared dlstnbutlon is a continuous probablllty distribution of a contlnuous |
random variable X with probability density function given by ‘ ol

fx) = 2"’l‘lly/2) e forx> 0 N Y | \f;li‘
tthed - Lo, otherwnse\ ' -
T::: ' where v is a positive 'lnteger is the only smgle parameter of the distribution,
F the also known as “degrees ot' freedom (dof)”t
ilues %2 - distribution was extensively used as a measure of goodness of fit and to

that | test the independence of attrrbutes

area Propertlel of x’ distrlbutlou

The ' ' | |
t off 1. x2- dlstnbutlon curve is not symmetrical, lies entlrely in the first quadrant,

.o

dion | and hence not g normal curve, since x*.varies from 0 to .

for .
= 2. It depends only on the degrees of freedom v.
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Lo, T, 1yt an'qs xﬁ
"' "” *f’l’e‘edom thep 24" x‘;" ik
That is, it is additive, ‘

4. Here a denotes the area under the cht -square distribution to the right of 1;‘-, N

So, 32 represents the x*- value such that the area under the chi-square ¢

to its (x2) right is equal to a. Chi-square distribution is very important in estlmatlo :

and hypothesis testmg x2-distribution is used in sampling distribution, analysis qf _f’
variance, mainly, it is used as a measure of goodness of fit and in analysis of r x.

tab ies; ‘ \ V' ron
o’ 3

~ J'\ - 1 . -
...‘\\"‘I ) 7-1
'.\ /f' 12 o
r-'/"\..\ N ro:]
A A
a]

Fig. X’ - distribution

For various values of o and v, the values of ¥ _? are tabulated in tables.

ln x* table, the left hand column contains values of v (degrees of freedom), th'
column headings are areas o. in the right hand tail of x? - distribution curve, thg

"~ entries-are-x2 values, It is-necessary-to- calculatavalue&otx 2 for_mln..i(lsinct
curve or distribution ‘is not symmetrical.

5. Mean =vgnd variance =2v
Sampling distribution of variance S$*:

The theoretical sampllhg distribution of the sample variance for random sample :
from normal population is related to the chi-squared distribation as follows :

Let S be the variance of a random sample of size », taken t'rom a normal
population having the variance o?, '

2 %) - A
The“%,m(n s z_x._[..sz z(. )] |
c (wl . i=] ‘ b ,
is a value of a random vanable havmg the x3- dlstrlbut\on withv=n- l degreesr :
+ of freedom. - ; o R _ : . . I p
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Test of Significance 329

,:g;;all*:;,?ff;slls to tl}e. ;lg{lg f%§ and" wks%qi ;swsqﬂ {awe, f&}llﬁ?tqr t,h‘e 1,%95 " g |

Thus when o? is correct, 3 -values are to ‘the left of %24, OF tO the nght of

Exagtly 95% of F distrlbutlgn kle$ betw?eq % 97 d{xww a']fi} )yheu o é&{m o ",.

Loors

ooas'

76 APPLICATIONS OF %’ DISTRIBUTION

(1) To test the goodness of fit.

(2) To test the indipendence of attributes.

(3) To test the homogeneity of independent estimation of the population
variance.

(4) To test the homogeneity.of mdependent estimation. of the population
correlation coefficient.

77 F-DISTRIBUTION
' (SAMPLING DISTRIBUTION OFTHE RATIO OFTWO SAMPLE VAHlANCES)

Another important continuous probability distribution which plays an important
role in connection with sampling from normal populations is the F-distribution.

Let S;2 be the sample variance of an independeént sample of size », drawn from
a normal populatlon N (p,, 0,%). Similarly, let S;* be the sample 'vanance in an
independent sample of size n, drawn from another normal population N (p,, ¢.%).

Thus S§;? and S? are two variances of two random simples of sizes n, and n,
respectively drawn from the normal population, with the variances o,? and ¢,2. To
determine whether the two samples come from two populations having equal variances.

Consider the sampling distribution of the ratio of the variances of the two
independent random samples defined by

L Sifel _apst
S;"/0; 0,25,;%

which follows F-distribution with v, = n, ~ 1 and v, = n, - 1 degrees of
freedom. oot 1 —

F—dlstnbunon can be used-to test the equality of several populatlon means, .
,comparmg sample variances and analysis of variance.

Under the assumption (hypothesis) that two normal populations have the same

2

variance!e o"-"o’, we have F = g‘r ' 'y "o i
.. ., - 2 ' AN . T * t .

_ F determines'whether the ratio of twg anmple varlances S, and S, is too small
or too large.

. "When F is close to_ l the two sample variances §, and S2 are almost Sanie. ln
_pract:ce, itis cUstomary,'to take tlfre Jarger sample’ varlance‘ as the numerator.

F is always a positive nuymber.

———
.
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v, and v, are tw

€ o E LT

R
b ﬂ* v 'Th “?al&iﬁﬂ'ﬁs%fsh’lbunon lofF 'ls"&ﬁ me;

Properties of F-distribution :

()

(i)
(iid)

(iv)

Q)

F - distribution is free from
population parameters and

depends upon degrees of

freedom only.
F-distribution curve lies
‘entirely in first-quadrant.

The F-curve depends not only
on the two parameters v, and
v, but also on the order in
which they are stated.

F (V)=

F, (v2u %)
where -F_ (v, v,) is the value

of F with v, and v, degrees of |

freedom such that the area
under the F-distribution curve

to the right of F_ is a.
The mode of F - dlstnbuuon is less than umty

o degrees of freedom and K is determined by [f (F)dF =1,
' 0

f(F)

0 » F.lr.m)

Fig. F - distribution

__ | ESIIIYE Find(a) s when v = 16 '

(b) t_yq When v =

(€) t, 095 When v =

Solution :

. From tables

(a) When v = I6 lm 1.746
(b) when v = 10, 1o, = —2.764

" . (c).wheny= Ty tooes =

120,005

www.J ntufastdbdates.cofn
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R iy g€ )
. N',‘ SR ,;. O ikt r"’m@smn v =‘M¢ i.."mﬁ U S 'i., W iR u
(c) P (-1.356 < t < 2.179) when v = 12

' i

(d) P (t > -2.567) when v = 17

When ¢ < 2.365, P (1 < 2.365) is

given. by the area to the left of 1 = 2.365
From table ¢, = 2.365 for v =

degrees of freedom then a = 0.025

P(s < 2.365) = 1 - 0.025 = 0.975

When t > 1.318 |
P(¢ > 1.318) is given by the area
to the right of # = 1.318

From table t_ ='1.318 with
v = 24 d.o.f. then @ = 0.10

When ¢ < 2.179 with v = 12 d.o.f.

1 Area to the right of 2.179 is 0.025
Whent>-1356 with v ='12, do.f.

" Area to the left of 1.356 is 0.10

When — 1.356 <1< 2.179, the area

is 1-0.10-0.025 = 0.875

o ——— —

P(— 1.356 <t < 2.179) = 0875
(d) Whent > - 2.567 -

P(t > —2.567) is given by the

area to the right.of 1 = —2.567 .

.From fable .
£, ==2.567 withv = 17 d.o.f.
Then a = 1'- 0.01 = 0.99

1, ==-2.567
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0 wan ; : A Wdon} S ¢; of size 2§ ’grom,, ng p ;‘l;
: -,..f*eigam, e siariizi-doviphi6 84, Daek; h:rpgf i
the claim that the mean of the populatlon is b = 4ié ’ f ‘fl?'p (), No
Solution :
Given n = The size of the sample = 25
X = The mean of the sample = 47.5 g
p = The population mean = 42.5 ?

S = S.D of sample = 8.4
We have ¢-distribution,

X-p  47.5-42.5 5 .[35

This value of ¢ has 24 degrees of freedom.

From the table of r-distribution for v = 24 with @ =0.005 is 2. 797. We conclud8 A
that the information gwen in the data of this example tend to refuse the clair that thejg
mean of the populatlon is p = 42.5 (i.e. p cannot be 42.5).

3 A process for making certain ball bearings is under control if the diamete; -

of the benrmgs have a mean of 0.5000 cm. If a random sample of 10 of these bearings has ; i
mean diameter of 0.5060 cm and S.D of 0.0040 cm, is the process under control? - 4

Solution : .
n = The size of sample = 10

=2.98

¥ = ‘Sample mean = 0.5060
p = Populationmean = 0.5000
S = Sample S.D = 0.0040
-~ Wehaverdistributon

. X-p 0.5060 - 0.5000 -
¢ = s/ T T00a0)/dio - 47334
Here Vv '="n-1=10-1 =9 degrees of freedom — -
" SBince r = 47334>3250=twnthu=-0005andv=9-
The process is not under control. '

3 In 16 one hour test runs, the gasollne consurption of an engine averaged
16.4 gallons with a S D of 2.1 gallons. Test the claim that the average gasolme copsumption 0@

this eng!ne is12.0- gallons: per hour .o I
Solution; EE
Given Sample size, n = 16 o *
. - Sample medn, ¥ . =164 o s
_ P,opulal'ion mean, p = 12.0 | | 7
_and Sample 2.D ‘ = 2.1
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s/Vn - 2.1/\16 2.1 21

The table of +-distribution shows that the probability of getting a value of
tgreater than 2,947 is 0.005 for 15 degrees-of freedom, then the probability of getting
g value greater than 8 must be negligible. Hence it would seem reasonable to conclude
that the true average hourly gasoline consumption of the engine exceeds 12.0 gallons.

EPTITIIAN A manufacture claims that any of his list of items cannot have variance

more than 1 cm?, A sample of 25 items has a variance of 1.2 cm? Test whether the claim of
the manufacturer is correct. ' '

. P

Solution :
Given sample size, n = 25
Sample variance, 82 = 1.2, popukition variance, o2 = |
(n-18* 2412)
2) = (1.2) = 28.8
c 1

For o = 0.05, 47 . =36.41, 9, .. = 39.36

Now xi =

Clearly %2 < 1%2

Hence the claim of the manufacturer is correct.’

Suppose that the thickness of a part used in a semiconductor is its critical
dimension and that the process of manufacturing these parts is considered to be under control
if the true variation among the thickness of the parts is given by a S.D not greater than s = 0.60
thousandth of an inch. To keep a check on the process, random samples of size n = 20 are
‘aken periodically , and it is regarded to.be “out of control if the probability.that St wilt takeon—— |
8 value greater than or equal to the observed sample value is 0.01 or less (even though

s = 0.60). What can be concluded about the process if the S.D of such a periodic random
sample is S = 0.84, thousandth of an inch ? ; -

Solution : -
Criyen sample size, n = .20
Sample 8.D , S = 084 -

Populationmean, o =  0.60 and o = 0.01.

. The process will be declared out of control if the calculated: value of 13 for 19 e
degrees of freedom exceéds the table value /.e., Boore = 36.191. '

. _ (n=DS*  19(0.84  19(0.7056) 13.4064
X T 7 = 7 = = ——— = 37,24
S (060% " (0.3600) ~o36 -7
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’;'3 é* h-;l!:' "‘-"pﬂ }
s ‘ﬁow mefp&bwmx
ability of getting
ocess is said to be out of

If two independent random samples of size n,
at is the probability that the variance of the fi

of the second sample ?

‘:_wﬁwme éeHJ ](.-'
al@‘a&r f

a value'g

then the prob
control.
=13n,=7are taken fronf

. Hence the pr
rst sample will be atlea

a normal population. Wh
four times as large as that

Solution :
Given n, = lSthenv|=nl-1=l3—l=l2
andn, = 7thenvz=nz-l=7-—l==6

andS? = 45,2
i.e. the variance of the firs
the second sample.

t sample will be at least four times as large as that ¢z

S2 451 _ 400
7 =

Now, F = X S,
F = 4.00 -+ §2=45))

F follows F-distribution with
he table we get Foos, 12, .

ed probabthty is 0.05.

v'= 12 and v, = 6 degrees o

This value of
freedom. Hence from t

Therefore, the requir

S Wr an F-distribution, find 1

v
|
L
el PN ol e

(@ Fup , with v, = : 7and v, = If

(b) F , withv, = 24and v, = = 19
L @) Fi,withv, =19 andv,= 24 3
| (d) Fypwithv, = 28 and v,=12_ | INTU () Nov. 2010 (SetNo. § .
&}nﬂon H . ' ' . ;
() From table, Fyg; With v, =7 and v, = 15 18 2,7} : ]
@) R vty Tt T 91292, :
Ae)  Foss (19.24) = -F-é-ﬁ;' - L. 0.473933 e

: hos(2419) 2L S

| 1 1. :
I R P
(dy. Fom @812 5 (12.28), 290 0.34482 "
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‘If independent random samples of sizen,=n,=38 come from normal populations

~ Can we conclude that the two population_variances are equal for the following

AL ‘}"m*a‘. AR o o2 ¥
l“md tfio t-value w:th v = 14 d.o. fthat leaves an area 0 025 to the left.

Determine (a) ,, with v =18
(b) 1, With v =12
(c) t_,,0 Withv =15

Fuses produced by a company will blow in 12.40 minutes as the average when
overloaded. Suppose the mean blow time of 20 fuses subjected to overload is
10.63 minutes and S.D 2.48 mts. Does this information tend to support or
refuse the claim that the population mean blow time is 12.40 mts ?

A random sample of size 25 from a normal population has the mean = 47.5 and
S.D = 8.4. Does this information tend to support or refute the claim that the
mean of the population is 42.1.

The process of making certain bearings is under control if the diameter of the
bearings:have a mean of 0.5000 cm. What can we say about this process if a

sample of 10 of these bearings has a mean diameter of 0.5060 cm and a S.D of
0.0040 cm .

Find the value of

(a)F forv, =15and v, =7
(b) 09 fOr 12 and 15 d.o.f.
Find the value of

(@) £y, for v, =10 and v, = 20
(b) Fy,, for v, =6 and v, = 20

having the same variance, what is the probabnhty that either sample variance
will be atleast seven times as large as the other.

data of post graduates passed out from a ‘state’ and ‘private’ university.

State : | 8350 /| 8260 [ 8130 | 8340 [8070 |

Private :| 7890 | 8140 | 7900 | 7950 | 7840 | 7920

10,

)

) probablllty that this claim will be rejected even though o? =4 7

The claim that the variance of a normal population is'0? = 21.3 is rejected if the

variance of a random sample of gize¢ 15 exceeds 39.74.. What is the probabmty
that the claim’ wrll be rejected even though o? = 21. 3 ?

The claim that the variance of a nérmal populat:on isog?=4 is to be rejected if
the variance of a random sample of size 9 exceeds 7.7535. What ns the

VAL v = e s . ———
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e AT S e e P L e,
tooas = -2.145 2. (a) 2. 878 (b) 2179
3. t-—3l9at|9dofrefutosata—0005 ‘
4. does not support the claim 5. (= 4.74, Process out of control
| ' l - —— =038
6- (0) 3.51 (b) Fo_osl(12|15)= Fojg(l'j.lz) = 2.62 = I

7. (a) F,,(10,20) = 0.36 (b) F,,,(6,20) = 0.135135
8. F,,=699=7 [forv,=v,=7]

2 .
9. S3=15750,52=10920, F= g7 = 1442, notsignificantly different
. 2 .

w

; | y ,
10.  x*=26.120, x?) gy 44 = 26.119 5 e h %’_'“ rejected.

11. a=10.05

78 TESTOF SIGNIFICANCE FOR SMALL SAMPLES

A very |mportant aspect of the samplmg theory is the study of tests i;,'_?'
significance, which enable us to decide on the basis of the sample results, if

(i) The deviation between the observed sample statistic and the hypothet: i
parameter value is significant. :

(if) . The deviation between two sample statistics is 31gn1ficant
The following are some important-tests-for- smalLsampleL : .
() _Student' s ‘1’ test (i)  F-test - - (i) x’test
79 STUDENTS't’ TEST |
Let ¥= mean of a sample

n = size of the sample . | T
o= Standard deviation of the samplo
p= Mean of the population supposed to be normal

. "Then the student’s ¢ ls defined by the statistic = 'f-" - '

Z(x‘ - x)z . -"2 Jn._l

If"s? be the sample variance. $ =

e -
it

o

n o '-:‘,,
. -
.' z'("f"f) s n’ ' '-,, L 4
lf S2 =-—-——--——' » thcn i = — Or S = ""“"'-'. 5 "W
n-1' s$ n-1 + \n-l * %
www.Jntufastupdates.com 30

Scanned with CamScanner

Sig
thg

As

3
A
t






